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Abstract

It is often said that the fundamental problem of causal inference is a missing data problem
– the comparison of responses to two hypothetical treatment assignments is made difficult
because for every experimental unit only one potential response is observed. In this work,
we consider the implications of the converse view: that missing data problems are a form
of causal inference. We make explicit how the missing data problem of recovering the com-
plete data law from the observed law can be viewed as identification of a joint distribution
over counterfactual variables corresponding to values had we (possibly contrary to fact) been
able to observe them. Drawing analogies with causal inference, we show how identification
assumptions in missing data can be encoded in terms of graphical models defined over coun-
terfactual and observed variables. The validity of identification and estimation results using
such techniques rely on the assumptions encoded by the graph holding true. Thus, we also
provide new insights on the testable implications of a few common classes of missing data
models, and design goodness-of-fit tests around them.
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